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Nonlinear optical response of doped monolayer and bilayer graphene:
Length gauge tight-binding model
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We compute the nonlinear optical response of doped monolayer and bilayer graphene using the full dispersion
based on tight-binding models. The response is derived with the density matrix formalism using the length gauge
and is valid for any periodic system, with arbitrary doping. By collecting terms that define effective nonlinear
response tensors, we identify all nonlinear Drude-like terms (up to third order) and show that all additional
spurious divergences present in the induced current vanish. The nonlinear response of graphene comprises a
large Drude-like divergence and three resonances that are tightly connected with transitions occurring in the
vicinity of the Fermi level. The analytic solution derived using the Dirac approximation captures accurately the
first- and third-order responses in graphene, even at very high doping levels. The quadratic response of gapped
graphene is also strongly enhanced by doping, even for systems with small gaps such as commensurate structures
of graphene on SiC. The nonlinear response of bilayer graphene is significantly richer, combining the resonances
that stem from doping with its intrinsic strong low-energy resonances.
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I. INTRODUCTION

The interaction of intense light with matter encompasses a
wide range of phenomena with many applications in nonlinear
optics [1,2], over a large portion of the energy spectrum.
Recent developments in the production and characterization
of 2D materials have led to intense experimental study of
nonlinear optical phenomena, including multiple wave mixing
processes [3–9], harmonic generation [10–22], and optical
rectification (OR) [23]. From a theoretical point of view,
several methods can be used to evaluate the nonlinear opti-
cal response functions, but frequently generate contradictory
results, as discussed in Refs. [24,25]. Several of these differ-
ences can be traced to approximations in the calculations, such
as the truncation of the Hamiltonian basis size, or the choice
of gauge [24–26]. Methods derived using the length gauge
(LG) have been shown to be least sensitive to the truncation
of the basis set compared to the conventional velocity gauge
(VG) [24]. Hence, the LG offers an accurate estimate of
the nonlinear response even in calculations truncated to just
two bands. In addition, the choice of response function can
also lead to different results, as identified in Refs. [24,26].
For instance, Ref. [26] shows that a direct evaluation of the
third-order current density response function of cold insula-
tors is plagued by several unphysical divergences, while the
polarization density counterpart is regular.

In the present work, we compute the linear and nonlinear
optical response of doped mono- and bilayer graphene using
the LG formalism. For the third-order nonlinearity in mono-
layer graphene (MLG), we compare results obtained from the
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full band structure to those found within the Dirac approx-
imation. We begin by deriving expressions for the current
density response showing that the unphysical divergences in
the response of cold insulators [26] are spurious and can be
removed for all nonlinear processes up to third order, indepen-
dently of the symmetry of the crystal. Moreover, we expand
our previous formalism in Ref. [27] at several levels. First,
we consider the single-particle nonlinear response valid for
general crystalline systems with an arbitrary number of bands,
rather than particular solutions valid for two-band models.
Second, the expressions shown in the present work are valid
for any wave mixing process up to third order, rather than just
the particular case of third harmonic generation (THG). Third,
we demonstrate how, for arbitrary doped or intrinsic systems,
it is possible to remove all spurious divergences previously
observed in the evaluation of the conductivity tensor for cold
insulators [26] and identify nonlinear features analogous to
the Drude peak that should be present in the response of doped
semiconductors or metallic systems. Within the Dirac approx-
imation, the first- and third-order LG results for MLG can be
evaluated analytically and reproduce the previously identified
logarithmic divergences [28–30]. By comparison with full
dispersion tight binding (TB), the Dirac approximation is
shown to accurately capture the third-order response, even for
highly doped systems, with Fermi level up to μ = 1.5 eV, that
exceed current experimental reports.

We provide general expressions for nonlinear optical re-
sponse using the LG and gauge-invariant generalized deriva-
tives, that are not limited by (i) particular solutions tailored
for two-band systems, such as the Dirac approximation for
MLG, and truncated Hamiltonians for biased bilayer graphene
(BBG); (ii) cold-semiconductor approximations; and (iii)
lattice-symmetry restrictions. Considering full dispersion TB
models, our expressions can be used to probe the optical
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response at higher energies, including transitions with bands
farther away from the Fermi level, of paramount importance
to the nonlinear response of BBG, even at the energy scale
of h̄ω ∼ 150 meV. All even-order nonlinear response func-
tions vanish (in the dipole approximation) in centrosymmetric
structures. A dipole-allowed even-order response in graphene-
based systems can be obtained by, e.g., rolling the material
into a chiral nanotube [31]. Instead, in the present study,
we consider commensurate structures of graphene on SiC
or hBN substrates [32–34]. Such substrates break the sub-
lattice symmetry of the two atoms in the graphene unit cell
leading to broken centrosymmetry and opening of a band
gap at the Dirac points. However, regardless of the broken
symmetry the Dirac approximation still predicts vanishing
even-order responses due to the full rotation symmetry of the
Dirac Hamiltonian [35]. In contrast, by using TB models that
capture the reduced symmetry, our expressions can be used
to correctly evaluate the quadratic response of such gapped
systems.

We present results for the optical conductivity, THG, op-
tical Kerr effect, and second harmonic generation (SHG).
Regarding the latter, we consider the effect of doping on the
quadratic response of noncentrosymmetric systems, such as
graphene on SiC or hBN substrates [32–34] and hydrogenated
graphene [36–38].

II. THEORETICAL FRAMEWORK

The interaction of light with the electrons is treated in the
dipole approximation and we, therefore, ignore the position
dependence of the electromagnetic field. We do not con-
sider electron-electron interaction, i.e., excitonic effects, and
therefore the many-body effects arise from the Fermi-Dirac
statistics only. Hence, the total single-particle Hamiltonian
reads

Ĥ = Ĥ0 + e r · E(t ), (1)

where Ĥ0 denotes the unperturbed Hamiltonian of the crystal
and e > 0 is the elementary charge. The electromagnetic
field E(t ) is a linear combination of monochromatic fields
restricted to propagate along the z axis (normal to the crystal
plane)

E(t ) =
∑
α,ωi

[
Eα

ωi
e−iω̄i t + Eα

−ωi
eiω̄∗

i t
]

eα/2, (2)

where the polarization plane is taken as the xOy plane.
Throughout this paper, sub- or superscripts using the Greek al-
phabet {α, β, λ, φ} represent the spatial coordinates {x, y, z}.
Furthermore, the adiabatic coupling of the interaction is en-
sured by the analytic continuation of the photon frequency
ω̄ ≡ ω + iη [39]. The diagonalization of the unperturbed peri-
odic Hamiltonian provides the crystal band dispersions εm(k)
and respective eigenstates |mk〉, which serve as the basis
for the calculation of the response function. Here, m and k
denote band index and electron wave vector, respectively. The
calculation is based on the time-dependent density matrix,
ρ̂(t ) ≡ ∑

k

∑
mn ρmn(k)|mk〉〈nk|, that obeys the quantum

Liouville equation ih̄ ∂ρ̂/∂t = [Ĥ , ρ̂], which lends itself to a
perturbative expansion.

Excitonic effects have been shown to play an important role
in the optical response of 2D materials, particularly in sys-
tems with large gaps such as hexagonal boron nitride (hBN)
[40–42], the vast class of transition-metal dichalcogenides
[41,43–48], few-layered black phosphorus [47,49,50], and
many others. Excitonic effects in the optical response usually
manifest themselves as a redshift of the response onset and
significant transfer of spectral weight to bound excitons. In
pristine suspended graphene, the electron-electron interaction
can be important due to low screening of interactions, leading
to potentially significant excitonic effects on the spectrum of
graphene and on its low-energy linear [51–61] and nonlinear
[62,63] optical response. Conversely, the presence of sub-
strates or encapsulation of graphene increases the screening
of interactions rendering the excitonic effects negligible for
MLG and in commensurate systems of graphene on SiC or
hBN. Moreover, electron-electron interactions can cause ad-
ditional effects, such as the renormalization of the low-energy
band structure [51,64,65], leading to further corrections to the
low-energy optical response [54–57,59,65–67].

In BBG, the potentially larger gaps can give rise to mod-
erate manifestations of excitonic coupling [68,69] in charge
neutral systems. The presence of free carriers in doped sys-
tems prompts strong screening of electron-electron interac-
tions, and consequently the manifestations of excitonic effects
should be at least softened, if not removed altogether. There-
fore, single-particle calculations of the response of doped
MLG and BBG offer a sound description of the optical
response [70–75].

A. Optical response of multiband systems

We evaluate the optical response to an external electro-
magnetic field based on the current density response J(t ) =
Tr [ρ̂(t )ĵ]. The current density operator ĵ ≡ −ge v̂/� is then
defined in terms of the single-particle velocity v̂ = i[Ĥ0, r̂]/h̄,
spin degeneracy g = 2, and the D-dimensional volume of
the system �. The integration of the equation of motion of
the density matrix is based on the LG formalism proposed
in Ref. [26]. In this approach, the equation of motion of the
density matrix reads

ih̄
∂ρmn

∂t
= εmnρmn + ie(ρmn);k · E(t )

+ e
∑

l

[δ̄mlAmlρln − δ̄lnAlnρml] · E(t ), (3)

where we make use of the “generalized derivative”
(Smn);kα

= (Smn);α ≡ ∂Smn/∂kα − iSmn(Aα
mm − Aα

nn), δ̄mn ≡
1 − δmn, and the energy dispersion differences εmn ≡ εm − εn.
To simply notation, we omit the explicit k dependence on all
variables, e.g., the density matrix ρmn ≡ ρmn(k). Moreover,
the matrix elements of the Berry connection in periodic sys-
tems read

Amn = i

�C

∫
�C

dru∗
mk(r)∇kunk(r) (4)

with cell-periodic functions umk(r) [26,76] and cell volume
�C . For details regarding calculation of the perturbative solu-
tion for the density matrix we refer to the extensive literature
[24,26–29,42,76–82]. We follow the procedure and notation
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FIG. 1. (a) Representation of the monolayer lattice, including the
primitive vectors and Wigner-Seitz cell (light blue hexagon). Energy
dispersions for MLG (b), and BBG [(c) and (d)]. Plots (c) and (d)
consider BBG with external bias potential � = 200 meV. In (d),
we indicate some of the energy differences δi

l occurring at the Van
Hove singularities (VHSs) between the ith pair of bands, as listed in
Table I.

outlined in Ref. [76] and present the relevant results for the
first-, second-, and third-order terms of the density matrix
in Eqs. (A1a), (A1b), and (A1c), respectively. We then find
the optical response (linear and nonlinear) by evaluating the
nth-order current density

j
(n)
φ (t ) =

∑
ωn...ω1

∑
λ...α

σ
(n)
φλ...α (ωn + . . . + ω1)

× Eλ
ωn

. . . Eα
ω1

e−i(ω̄n+...+ω̄1 )t . (5)

The final expressions for the response functions are rather
cumbersome containing various combinations of intraband (i)
and interband (e) transitions. We consequently relegate the
full expressions to the Appendix, in which conductivities up
to third order can be found in Eqs. (A2), (A3), and (A4).

B. π -electron tight binding

The low-energy electronic properties of graphene systems
with an underlying honeycomb lattice, see Fig. 1(a), can be
characterized by orthogonal TB models that include a pz or-
bital per atom in the unit cell. In this context, the Hamiltonian
operator Ĥ = ∑

k �
†
khk�k lends itself to a simple represen-

tation in crystal momentum, where �
†
k represents the Fourier-

transformed electron creation operators at different sites in the
unit cell. The Fourier transforms of the Hamiltonians for MLG
and AB-stacked BBG read

hMLG
k ≡

(−δ/2 γ0f

γ0f
∗ δ/2

)
, (6a)

hBBG
k ≡

⎛
⎜⎜⎜⎝

−�/2 γ0f γ4f γ3f
∗

γ0f
∗ −�/2 γ1 γ4f

γ4f
∗ γ1 �/2 γ0f

γ3f γ4f
∗ γ0f

∗ �/2

⎞
⎟⎟⎟⎠, (6b)

TABLE I. Energy differences δi
l between the ith pair of bands

(m, n) at the kl VHS in the BBG, with external bias potential set at
� = 200 meV. The three relevant low-energy VHSs are found along
the high-symmetry paths �K and KM, respectively ka and kb, and at
the high-symmetry point K = kc, as shown in Fig. 1(d).

i 1 2 3
(m, n) (3,2) (4,3) (4,2)

δi
a (eV) 0.178 0.585 0.763

δi
b (eV) 0.198 0.534 0.731

δi
c (eV) 0.200 0.518 0.718

where f ≡ exp(ikya0) + 2 exp(−ikya0/2) cos(
√

3kxa0/2),
and nearest-neighbor distance a0 = 1.42 Å. The hopping
integral for graphene is taken as γ0 = −3.0 eV [75,83–85]
while parametrization of TB models for the AB-stacked
bilayer graphene has been an issue of intense research
[75,77,83–92]. In this work, we follow the parametrization
obtained from ARPES data in Ref. [77]: γ0 = −3.21 eV,
γ1 = 0.61 eV, γ3 = 0.39 eV, and γ4 = 0.15 eV, where γ1,
γ3, and γ4 are the interlayer hopping integrals. The presence
of an on-site potential δ in MLG and an interlayer bias �

in BBG opens a gap in the respective energy dispersions.
Estimates range from very small gaps for graphene-hBN
structures and substrates, Eg = 31 meV, to larger ∼260 meV
in SiC substrates and ∼500 in hydrogenated graphene
[32,37]. Hence, for pristine MLG we take δ = 0, while
δ = Eg in the gapped case. In BBG, the gap can be tuned
by electrostatic gating [91,93], providing an additional
mechanism to control the optical properties of the material.
In Figs. 1(b) and 1(c), we show the band structures along the
relevant high-symmetry paths. For the bilayer, we display
the energy dispersion for a biased system (� = 200 meV),
highlighting the possible vertical transitions occurring at
the low-energy Van Hove singularities (VHSs). The trigonal
warping of the dispersion is amplified by the presence of
finite interlayer hopping integrals γ3 and γ4 that shift the band
gap along the high-symmetry path �K. As a reference, the
bias � dependent energy differences highlighted in Fig. 1(d)
are listed in Table I.

The adoption of the crystal momentum representation
simplifies the evaluation of matrix elements of the velocity
operator that reduce to vmn = h̄−1〈mk|∇khk|nk〉. Finally, the
Berry connection in periodic systems [76,94] reads Amn =
i〈mk|∇k|nk〉. The details regarding the numerical implemen-
tation of the derivatives present in the Berry connection are
discussed in Ref. [27] and references therein.

C. Effective rank-2 tensors for the nonlinear response

Here, we show that the spurious divergences found in the
current density response [26] naturally vanish when consider-
ing an effective rank-2 tensor for the nonlinear conductivity,
rather than the conductivity tensor as defined in Eq. (5) or its
susceptibility counterpart. The definition of effective tensors
is not new per se, in fact, it has been used extensively in
nonlinear optics [2,95,96], but is frequently not taken into
consideration in theoretical calculations of the nonlinear re-
sponse, where authors tend to only consider individual tensor
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TABLE II. Mapping of index ν to combinations of Cartesian
indices for the second-order (λα) and third-order (λβα) responses.

ν λα λβα

1 xx xxx

2 yy yyy

3 zz zzz

4 xy + yx yzz + zyz + zzy

5 yz + zy yyz + yzy + zyy

6 zx + xz zzx + zxz + xzz

7 zxx + xzx + xxz

8 xyy + yxy + yyx

9 xxy + xyx + yxx

0 xyz + xzy + yzz + yxz + zxy + zyx

elements. By combining and adding contributions according
to the dependence on the fields and the output frequency, it is
possible to define an effective rank-2 tensor σ̄

(n)
φν (ωs ) for the

nth-order conductivity

j
(n)
φ (t ) =

∑
ωn...ω1

∑
λ...α

σ
(n)
φλ...α (ωn, . . . , ω1)Eλ

ωn
. . . Eα

ω1

× exp[−i(ω̄n + . . . + ω̄1)t]

≡
∑
ωs

∑
ν

σ̄
(n)
φν (ωs )E (ν)

ωs
e−iω̄s t , (7)

where the index ν contains all combinations of λ . . . α that
preserve equal powers of the Cartesian components of the
electric field, E (ν)

ωs
≡ Eλ

ωn
. . . Eα

ω1
, with ωs ≡ ωn + . . . + ω1

defining the sum of all input frequencies. Several labeling
conventions are possible for the effective tensor elements
[1,2,95,96]. We map the effective tensor index ν to combi-
nations of indices of rank-3 and rank-4 tensors as listed in
Table II, and remap the index φ = {x, y, z} → {1, 2, 3}.
Moreover, the summation over ωs includes the combinations
of all external frequencies that generate the same output
frequency. As an example, consider the element 14 of the
effective tensor for the OR process (that requires the combi-
nation of spatial indices and different frequency components)

σ̄
(2)
14 (0) ≡ σ (2)

xxy (ω,−ω) + σ (2)
xxy (−ω,ω)

+ σ (2)
xyx (ω,−ω) + σ (2)

xyx (−ω,ω). (8)

In Appendix A 3, we show that all spurious divergences
present in the direct evaluation of the nonlinear conductivity
tensors σ

(n)
φλ...α (ωn, . . . , ω1) vanish when considering the rel-

evant effective rank-2 tensor σ̄
(n)
φν (ωs ), for second- and third-

order processes, namely Eqs. (A5) and (A6). In addition, we
identify the remaining physical divergences occurring at zero
frequency. The origin of these divergences can be traced to the
diagonal elements of the density matrix, i.e., ρ (n)

mm. The linear
order the density matrix ρ (1)

mm introduces a divergent term in
the linear optical response

σ i
φα (ω) = −2igσ1

�

1

ω + iη

∑
k

∑
m

vφ
mm

∂fm

∂kα

. (9)

By keeping the adiabatic parameter finite, rather than taking
the formal adiabatic limit η → 0+, the response remains finite
and captures the so-called Drude term [97–99], with the finite

η representing the scattering rate. Similar divergences are
found in terms beyond the linear order, defining nonlinear
Drude-like processes. The quadratic response contains two
such terms, a linear divergence in Eq. (A10) and a quadratic in
Eq. (A11), whereas the cubic response spawns a total of four
terms that define a linear and a cubic divergence. The cubic
term emerges from Eq. (A4d) and the linear divergence stems
from Eqs. (A14), (A15b), and (A17). By the same token, η

should be kept finite and mapped to the scattering rate of each
nonlinear Drude-like process. To avoid confusion with the
spurious divergences, we refer to these as nonlinear Drude-
like terms. Spurious divergences are found in almost all con-
tributions that involve intraband processes, with the exception
of the purely intraband processes and also those comprising a
single interband transition (e) followed by multiple intraband
processes (i), i.e., processes labeled as ie, iie, and so forth.
In contrast to the intensive study of the linear optical response
of weakly disordered MLG [70–74], little progress has been
made on the characterization of the nonlinear Drude terms.
To qualitatively identify all contributions from the Drude-like
terms, we consider a simple model based on a fixed scattering
rate approximation. The choice of such method restricts the
characterization to pristine or weakly disordered systems,
with impurity concentrations Ni � 2 × 1011 cm−2, where the
scattering rates are nearly independent on doping level [60], in
contrast with disordered systems where the scattering rates are
dependent on doping level [60,100]. It is important to note that
a quantitative characterization of experimental data will likely
require different scattering rates for the Drude-like and regular
terms, as the relaxation mechanism in each process can be
different. In the absence of a proper estimate for the nonlinear
scattering rates [30], we consider a qualitative model that
takes the rate for the linear process in weakly disordered MLG
as a reference figure for all scattering rates, thereby setting
h̄η = 10 meV for two reasons. First, it represents the finite
scattering rate of charge carriers in the system, used success-
fully in the analysis of the linear response of graphene in the
presence of weak disorder [60,70–74]. Second, it facilitates
the convergence of the calculation over the entire spectrum,
particularly for the contributions associated with interband
transitions.

The lattice symmetry determines the number of inde-
pendent and finite elements in the optical conductivity and
susceptibility tensors, which in turn determine the properties
of the respective effective tensors. Restricting the external
fields to normal incidence limits the response to the in-plane
motion of electrons in the crystal. For threefold-symmetric
crystals, such as graphene-based systems, the third-order ef-
fective tensor contains only one independent tensor element
σ̄

(3)
11 = σ̄

(3)
18 = σ̄

(3)
29 = σ̄

(3)
22 . Breaking the inversion center of

the honeycomb lattices, while preserving the threefold sym-
metry, allows for second-order effects, e.g., SHG and OR, that
are governed by σ̄

(2)
14 /2 = σ̄

(2)
21 = −σ̄

(2)
22 .

III. RESULTS

Throughout this section we address several linear and non-
linear optical response functions of MLG and BBG. Although
the linear optical conductivity has been studied intensively
[70–74], we briefly discuss it here to serve as a basis for our
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FIG. 2. Linear optical conductivity (in units of σ1 = e2/4h̄) for
MLG (a) and BBG (b) as a function of energy for several μ taking
T = 1 K and � = 200 meV.

analysis of the nonlinear response. We restrict our analysis
to nonlinear interactions with a monochromatic field, namely
THG σ̄

(3)
φν (ωs = 3ω), optical Kerr conductivity σ̄

(3)
φν (ωs = ω),

and SHG σ̄
(2)
φν (ωs = 2ω). For THG in graphene we show that

our spectra are in agreement with previous results computed
within the Dirac approximation [28–30,77,78].

A. Optical conductivity

The effect of doping on the linear optical response of MLG
has been discussed extensively [70–74]. It manifests itself as
a combination of Pauli blocking and a Drude low-frequency
peak. Pauli blocking suppresses the interband optical response
below the chemical potential |μ|, i.e., h̄ω < 2|μ|, as shown in
Fig. 2(a), while the intraband motion [governed by the Drude
peak, Eq. (9)] is characterized by the finite scattering rate of
charge carriers. Note that we only consider n doping, i.e.,
μ > 0. In the low-energy regime, the energy dispersions of
MLG and BBG are nearly electron-hole symmetric, even con-
sidering next-nearest-neighbor hopping in the Hamiltonian.
Hence, p doping of an equal magnitude would lead to essen-
tially identical optical response. A doping level μ = 397 meV
sets the Pauli blocking threshold at h̄ω = 2μ = 793 meV,
corresponding to the reference wavelength λ ∼ 1560 nm
[101,102]. The response of BBG in Fig. 2(b) is significantly
richer than that of the monolayer. Manifestations of Pauli
blocking are still present, but the tuneable chemical potential
enables and disables several transitions associated with the
gap (for BBG) and the interlayer hopping γ1. In contrast to
the featureless response of MLG, the transitions associated
with the low-energy VHSs introduce several resonances that
dominate the optical response of BBG. In Fig. 2(b), we show
the linear response of BBG (� = 200 meV) as a function of
photon energy for several μ. Unlike MLG, BBG supports a
rich optical response that is highly sensitive to doping, e.g., the
large and tuneable resonance that emerges in the vicinity of
h̄ω ∼ 0.6 eV, whenever doping is large enough to populate the
first conduction band with electrons or to introduce holes in
the top valence band that provide an additional set of allowed
resonant transitions.

B. Nonlinear response of MLG

Regarding the nonlinear response of graphene, it has been
shown [28–30,77,103] that the THG can be strongly enhanced
and tuned by controlling the doping via electrostatic gating.
Our calculations and those of Refs. [28,30] start from the
evaluation of the response function using the LG [26], but
differ at several levels. Alternative approaches have been used
in Refs. [29,78] and references therein, where the electric field
is assumed to be space-dependent. More recently, nonper-
turbative methods have been used to compute the nonlinear
response of graphene using the Dirac Hamiltonian [79].

The present evaluation of the nonlinear response incorpo-
rates the effects of finite temperature from the onset, rather
than estimating finite-temperature conductivity from zero-
temperature calculations [77]. It naturally extends beyond the
particular solutions for the Dirac model [28–30,77,78], as
none of the initial expressions used, Eqs. (A4), are derived
for a specific Hamiltonian or fixed number of bands. There-
fore, they are valid for more complex systems that require
more elaborate Hamiltonians. Although the Dirac approxima-
tion has proven useful for the characterization of the low-
energy linear- and third-order optical response of graphene
[28–30,77,77,78,81], it is of little use for the study of any
quadratic response, as all even-order processes vanish in the
presence of full rotation symmetry, at least within the dipole
approximation.

Temperature plays an important role in nonlinear optics.
It may not only soften the resonant features present in the
optical response by modifying the effective electron distri-
bution [58,66,104,105], but also change the scattering rates.
The leading order effects on the second- [22,76] and third-
order [28,30] responses are the broadening of the resonant
features. In addition, temperature can switch on transitions
that would otherwise be forbidden due to Pauli blocking,
but this is more frequently than not a minor effect, when
compared with the strong resonances associated with large μ

[22,76]. For the sake of brevity we refrain from discussing
the effects of temperature in detail. Unless stated otherwise,
results shown in this paper were computed for T = 10 K, such
that thermal broadening remains minimal and manifestations
of Pauli blocking are preserved, thus allowing for a clear
identification of all processes involved in the optical response.
In realistic experimental scenarios [30], the effective carrier
temperature lies in the range T ∼ 1000–1500 K and scattering
rates are likely to be different.

1. Third harmonic generation

In Fig. 3(a), we plot the magnitude of the THG conduc-
tivity σ̄

(3)
22 (3ω) at finite doping, computed from full disper-

sion TB using Eqs. (A6). Similarly to the linear response,
the Drude-like nonlinear response, comprising Eqs. (A14),
(A15b), and (A17), has a smooth featureless power law decay,
that dominates the THG response below the first resonance
associated with the chemical potential. In the present model,
with a single nonlinear scattering rate, the magnitude of the
Drude-like response at the dc limit and the broadening of
the resonances associated with the Fermi level, i.e., h̄ω/μ =
{2/3, 1, 2}, are both controlled by the same parameter. There-
fore, in the presence of sufficiently large scattering rates h̄η >
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FIG. 3. Magnitude of THG conductivity of doped graphene in
units of σ3 ≡ e4a2

0/(8γ 2
0 h̄) = 6.28 × 10−26 Sm2/V2, computed from

full dispersion TB using Eqs. (A6). In (a), we plot the frequency-
dependent THG conductivity at several finite chemical potentials. (b)
shows the dependence on the chemical potential for several photon
frequencies, computed with full dispersion TB (solid lines) and Dirac
approximation at zero temperature (dots) using Eq. (10).

50 meV the resonances are strongly suppressed and the re-
sponse reduces to the Drude-like contributions. For moderate
nonlinear scattering rate, the regular part clearly surpasses the
Drude-like terms in the vicinity of the resonances associated
with the Fermi level. As in previous studies [28–30,78,81],
results show that the nonlinear response can be tuned by
controlling μ, as the resonances are shifted by the chemical
potential. Temperature and the nonlinear scattering rate play a
large role and can significantly soften the resonances. More-
over, it is worth noting that the resonance h̄ω/μ = 2/3 lies
within the energy range of minimal absorption due to Pauli
blocking. Also, this resonance should not be disturbed by
the optical Kerr effect on absorption, as the latter can only
generate resonances at h̄ω/μ = {1, 2} as discussed in detail
below.

The general solutions for the third-order response,
Eqs. (A6), can be integrated analytically for THG by taking
the zero-temperature limit and making use of the Dirac dis-
persion

σ̄
(3)
22

σ3
= −3i

1024π

γ 4
0

(h̄ω̄)4

[
45 ln

(
2μ − 3h̄ω̄

2μ + 3h̄ω̄

)

− 64 ln

(
2μ − 2h̄ω̄

2μ + 2h̄ω̄

)
+ 17 ln

(
2μ − h̄ω̄

2μ + h̄ω̄

)]
,

(10)

in agreement with previous results [28]. Likewise the diver-
gent terms present in THG can be determined straightfor-
wardly from the general solutions for the Drude-like terms.
The linear divergence stems from Eqs. (A15b) and (A17),
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fnm 
 45iγ 4

0

256πμ3h̄ω̄
,

(11a)

and the cubic term follows from Eq. (A13),

σ̄ iii
22

σ3
= h̄C3

h̄3ω̄s (ω̄2 + ω̄1)ω̄1

∑
n

∑
k

∂3v
y
nn

∂k3
y

fn 
 9iγ 4
0

128πμ(h̄ω̄)3
.

(11b)

In VG, spurious divergences appear for gapped systems if a
truncated band structure is applied [24]. For gapless two-band
systems neither LG nor VG exhibit spurious divergences in
the dc limit. Therefore, the Drude-like terms can always be
derived from the full nonregularized expressions Eqs. (A4) by
means of a Taylor series. Equations (11) are in agreement with
the Taylor expansion of Eq. (10), which reads

σ̄
(3)
22

σ3
= 9iγ 4

0

128πμ(h̄ω̄)3
+ 45iγ 4

0

256πμ3h̄ω̄

+ 3339iγ 4
0 h̄ω̄

10240πμ5
+ O(ω̄3). (12)

The divergence with doping μ is a mere artifact of the Taylor
series computed in the limit h̄ω � μ. This becomes evident
by considering the opposite limit μ � h̄ω:

σ̄
(3)
22

σ3
= 3γ 4

0

512(h̄ω̄)4
− iγ 4

0 μ3

6π (h̄ω̄)7
+ O(μ5). (13)

Our result not only offers a clear separation between the reg-
ular and divergent terms, it also offers a general model for the
nonlinear Drude-like terms, that can be used to characterize
the nonlinear scattering rate beyond the constraints of the
Dirac approximation. In Fig. 3(b), we show the dependence
of the THG response in MLG as a function of doping level,
evaluated using two different models, namely, (i) full TB
dispersions using Eqs. (A6); (ii) the analytic result derived
using the Dirac approximation at zero temperature Eq. (10).
The agreement between the exact solution and the numerically
integrated expressions Eqs. (A6) is remarkable, even for large
doping levels μ ∼ 1.5 eV, indicating that the closed form
expressions in Eq. (10) can be used to accurately characterize
the THG response of graphene, even in cases of large photon
energy and substantial doping. The agreement between the ex-
act solution and the numerically integrated expression extends
to the Drude-like features.

Data shown in Fig. 3 highlight the strongly varying nature
of the nonlinear response in graphene with respect to the
photon energy. We present “figure of merit” estimates for the
nonlinear susceptibility based on the finite-temperature T =
10 K results. Additional enhancement of the magnitude of the
response can be achieved by considering smaller nonlinear
scattering rates. The 3D nonlinear susceptibility is evalu-
ated from the 2D nonlinear conductivity using |χ (3)(ωs )| =
|σ (3)(ωs )|/(c0ε0ωs ), with ε0 being the vacuum permittiv-
ity, and c0 = 3.35 Å the interplanar distance in graphite
[86]. Given the absence of an accurate estimate for the
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FIG. 4. Frequency dependence of the optical Kerr conductivity
of MLG in units of σ3 for several chemical potentials μ.

nonlinear scattering rate, we refrain from showing data ob-
tained in the region where the Drude-like terms dominate.
Considering the main THG resonances at μ = {300, 900}
meV, i.e., h̄ω ∼ {200, 600} meV, the response can be tuned
up to |χ (3)(3ω)| = {504, 4.2} × 10−18 m2/V2. Our estimates
provide figures comparable with some previous experimen-
tal reports for THG in graphene that range from ∼10−19

to ∼10−15 m2/V2 [4,12,101,106]. It is worth noting that
the THG susceptibility of doped graphene can significantly
exceed that of other materials, e.g., gold [107] |χ (3)| ∼
10−19 m2/V2 and AlGaAs [108,109] |χ (3)| ∼ 10−18 m2/V2.

2. Optical Kerr effect

In addition to the nth harmonic generation, the interaction
of an intense monochromatic electromagnetic field with a
crystal also generates nonlinearities associated with combi-
nations of positive and negative frequency components of the
field. At third order, it generates a nonlinear current density
with the frequency of the driving field. This optical Kerr con-
ductivity σ̄

(3)
22 (ω) gives rise to intensity-dependent effects on

the refractive index [1,2].Following the analysis of the THG,
we show results for the optical Kerr conductivity |σ (3)(ω)| in
Fig. 4. As expected from the expression for the third-order
conductivity tensor, Eqs. (A4), this response contains two res-
onances, h̄ω = 2μ{1/2, 1}. The former stems from the two-
photon resonance ∝ 1/(ω̄2 + ω̄1 − εmn/h̄), whenever ω2 =
ω1. The latter originates from the single- and three-photon
resonances. All terms involving the three-photon resonance
∝ 1/(ω̄3 + ω̄2 + ω̄1 − εmn/h̄) reduce to a single-photon reso-
nance due to the presence of frequencies with opposite sign.

The contrast between portions of the spectra dominated by
Drude-like and regular parts of the optical Kerr conductivity is
stronger than in the THG response. Even at moderate doping
levels, μ ∼ 200 meV, contributions from the regular part to
the first resonance, h̄ω = μ, clearly surpass the Drude-like
peak. Moreover, from the onset of the second resonance
h̄ω = 2μ, the regular part of the response exhibits a strong
steplike feature and becomes the leading term driving the
response. The Drude-like terms show little dependence on the
details of the band structure and, similarly, the Fermi level
only affects the overall magnitude of the Drude response but
not the shape. The robust increase of the response at the
second resonance, h̄ω = 2μ, indicates that the dependence
of the optical Kerr effect on doping could be experimentally
probed in highly doped graphene samples, μ ∼ 397 meV.
For such samples, the h̄ω = 2μ resonance should lie within
range of high-intensity lasers frequently used for nonlin-

FIG. 5. SHG conductivities σ̄
(2)
22 (2ω) of gapped graphene in

units of σ2 ≡ e3a0/(4|γ0|h̄) = 2.88 × 10−15 Sm/V with Eg = δ =
30 meV.

ear optics experiments h̄ω ∼ 793 meV, i.e., λ ∼ 1560 nm
[101,102]. It is worth noting that the low-energy results
are in agreement with previous estimates using the Dirac
model [28,29,78]. Using data from Fig. 4(b), the magnitude
the optical Kerr susceptibility at μ = 350 meV for h̄ω =
{350, 700} meV reads |χ (3)(ω)| ∼ {43, 4.3} × 10−15 m2/V2,
indicating significantly larger third-order susceptibilities than
those observed in THG.

C. Response of gapped graphene

Below, we consider the nonlinear response in noncen-
trosymmetric systems, such as commensurate structures of
graphene on hBN substrates, where the electronic dispersion
of graphene is gapped.

For doped systems, the contributions to the third-order
response that emerge from features associated with the gap,
Eg ∼ 30 meV, are dwarfed by the Drude-like terms. More-
over, in the case of large doping μ  Eg , the interband
transitions are strongly suppressed by Pauli blocking, while
the features associated with resonances at the Fermi level
nearly match the resonances found in the gapless dispersion.
Therefore, we only consider the implications of symmetry
breaking on the quadratic response.

In previous studies [35,76], the authors addressed the
quadratic response of noncentrosymmetric honeycomb lat-
tices in the regime where transitions between the top valence
and bottom conduction bands dominate. Here, we focus on
the regime where the chemical potential is significantly larger
than the band gap μ  Eg . Considering typical values for the
Fermi level in graphene μ ∼ 250 meV, it is feasible to reach
this regime in systems such as graphene on hBN with Eg ∼
31 meV [34].The Fermi level suppresses the resonances asso-
ciated with the band gap, h̄ω ∼ Eg{1/2, 1}, and the response
is then controlled by the mixed inter-intraband processes
occurring at the energy scale of the Fermi level h̄ω = {μ, 2μ}.
Figure 5 shows the magnitude of the SHG conductivity for
several μ as a function of photon energy, indicating that the
response is essentially confined to resonances with energy as-
sociated with the Fermi level. Moreover, for sufficiently large
doping levels, μ ∼ 150 meV, the lowest energy resonance in
the SH spectrum is sufficiently energetic to avoid the large ab-
sorption associated with the Drude peak; i.e., it remains within
the Pauli-blocked region of the spectrum. The magnitude of
the SH features at high doping is significantly smaller than
for weak doping. Nonetheless, it remains comparable to the
estimates of SHG in BBG [35]. Therefore, SHG should be
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FIG. 6. Third-order response of BBG (in units of σ3) with � =
200 meV, μ = 150 meV, showing (a) the THG response and (b) the
optical Kerr conductivity.

detectable in commensurate structures of graphene on SiC or
hBN, and also tuneable by doping. Similar results are found
for the OR process, where the magnitude of the response at
large doping is comparable to that of BBG in the same energy
range [76].

It is worth noting that in systems with identical occupation
of the K and K′ valleys, the quadratic response emerges solely
from the mixed ie and purely interband ee processes, as the
remaining processes, ei and ii, cancel out upon integration
over the full Brillouin zone. Yet, in systems out of equilibrium
such as valley-polarized honeycomb lattices, the ei and ii

processes no longer vanish [22] and may enhance the response
even further.

D. Nonlinear response of BBG

As discussed in the context of the linear response, the
presence of several VHSs in the low-energy dispersion of
BBG introduces additional resonances.The presence of broad-
ening softens these features, converting otherwise resonances
to small bumps; cf. Fig. 6(a). In addition, it also contains reso-
nances that stem from the intraband motion at the Fermi level.
Considering doped BBG, μ = 150 meV and � = 200 meV,
the resonances at lowest energy h̄ω ∼ {91, 142} meV arise
mainly from transitions associated with the Fermi level. In
contrast with the THG response, the resonant features present
in the optical Kerr effect are robust and significantly larger
than the contributions from the Drude-like terms, Fig. 6(b).
The features arise from transitions occurring at the low-
energy VHSs and intraband motion at the Fermi level. The
lowest energy resonances that stem from intraband motion
are found at h̄ω ∼ {137, 274} meV, while the dominant res-
onance at h̄ω ∼ 300 meV arises from the doping cutoff of
the VHS resonances that are located at h̄ω ∼ {δ2

a, δ
2
b, δ

2
c }/2 ∼

{293, 267, 259} meV. The results shown in Fig. 6(b) indicate
that the largest resonance stems from the combination of both
processes, yet it is important to note that this combination is
accidental, as the energies of the resonances depend on the
details of the band structure and, also, on the Fermi level.

The amplitude of the THG and optical Kerr conduc-
tivities in BBG is significantly larger than in MLG. The

THG nonlinear susceptibility at the lowest resonances as-
sociated with doping and the VHSs, h̄ω ∼ {91, 274} meV,
read |χ (3)(3ω)| ∼ {202, 9.1} × 10−16 m2/V2, respectively.
Regarding the optical Kerr effect in BBG the amplitude of
the most intense resonance h̄ω ∼ 274 meV reads |χ (3)(ω)| ∼
1.7 × 10−13 m2/V2. Akin to the results for MLG, doping
plays a crucial role as the resonances associated with the
intraband motion can be displaced and, furthermore, it can
suppress the resonances associated with the low-energy VHSs
of BBG.

IV. CONCLUDING REMARKS

We have derived length gauge optical response functions
up to third order for a general periodic system. The expres-
sions for the effective nonlinear conductivity tensors are not
only valid for any periodic system at finite temperature and
doping, but are also free of any spurious divergences and
all Drude-like terms are identified. The spurious divergences
are proven to vanish by considering effective rank-2 tensors,
which comprise all contributions to the relevant physical
observable, as introduced in Sec. II C and explicitly shown
in the Appendix. We identify all terms that contribute to the
nonlinear Drude-like response in the dc limit, providing the
basis for a comprehensive study of the scattering rates in
nonlinear processes in 2D materials.

The expressions for the effective conductivity tensors are
then used to evaluate the optical response of doped MLG and
BBG. We compute the optical conductivity and several non-
linear response functions, namely THG, optical Kerr effect,
and SHG. All results are strongly dependent on doping, show-
ing that the nonlinear third-order susceptibility can be tuned
over several orders of magnitude, in line with experimental
reports for THG in graphene [4,12,101,106]. By comparing
the exact solutions derived with the Dirac approximation, with
numerical integration using full dispersion TB models, our
results show that the Dirac approximation provides remark-
ably accurate results, for THG in MLG even at very large
doping. The results show that the third-order response can be
highly dependent on contributions that arise from nonlinear
Drude-like terms, stressing the necessity for further studies
probing the nonlinear optical response in the low-frequency
regime, and also more elaborate theoretical models that can
describe accurately scattering in nonlinear processes.

Proceeding beyond pristine MLG, we show that the
second-order response of systems with small gaps can be
strongly enhanced by the presence of finite doping, especially
in the regime where the chemical potential is significantly
larger than the energy gap. The nonlinear response of BBG
exhibits many resonant features that arise from two sources:
transitions occurring at the VHSs in the vicinity of the Dirac
points, present even in charge neutral systems, and the con-
tributions associated with intraband motion occurring at the
Fermi level. This leads to richer nonlinear conductivity spectra
that deviate strongly from the simple and well-localized reso-
nances in MLG occurring at h̄ω/μ = {2/3, 1, 2} [28,30,78].
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APPENDIX: LENGTH GAUGE RESPONSE

In this appendix, we present all relevant results for the
evaluation of the current density response. We start by listing
the elements of the power series expansion of the density
matrix ρmn(t ) in the electromagnetic field, up to third order,
followed by the respective conductivity tensors elements. We

then proceed with a detailed description of the procedure used
to isolate all the divergences present in the expressions for
the conductivity tensor, terminating with the separation of the
physical Drude-like terms from the spurious divergences that
are proven to vanish.

The power series solution of the quantum Liouville
equation is determined using the procedure outlined in
Refs. [26,76]. Using the notation defined in Ref. [76], the
perturbative expansion of the density matrix up to third order
reads

ρ (1)
mn(t ) ≡ ρe

mn(t ) + ρi
mn(t ) = e

2h̄
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where ωs ≡ ω3 + ω2 + ω1 and ωmn = εmn/h̄. The perturbative expansion of the density matrix is then used to define the current
density response as a power series in the electromagnetic field. From the current density, we define the linear and nonlinear
conductivity tensors, namely, σ

(1)
φα the optical conductivity; σ

(2)
φλα the quadratic response; σ

(3)
φλβα the third-order response. The

Fourier components of the optical conductivity tensor read

σ
(1)
φα (ω1) ≡ σ e

φα (ω1) + σ i
φα (ω1) = 4igσ1

�
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∑
k

∑
mn

(
v
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v
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nn
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)
, (A2)

where the conductivity scale is defined, for 2D systems, by the quantum of conductance σ1 = e2/4h̄ = πe2/2h and the
summation of all wave vectors k represents the integration over the entire Brillouin zone. In addition, the nondiagonal (m 	= n)
position matrix elements can be transformed to velocity matrix elements with Aα

mn ≡ −ih̄ vα
mn/εmn [26]. To identify the inter- or

intraband nature of the processes involved in any given tensor element, the interband processes are labeled by superscripts
e, while the intraband motion is labeled by superscripts i. By the same token, we separate the contributions to quadratic
response according to the nature of the two interactions. At second order this spawns 4 processes: a purely interband ee process,
two mixed inter-intraband processes ei and ie, and finally a purely intraband ii process. The respective Fourier components
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read
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In contrast to linear response, the second-order conductivity scale, σ2, depends explicitly on the physical properties of the system,
namely the hopping energy γ0 and the carbon-carbon bond length a0. For the second-order conductivity of 2D systems, the scale
is set by σ2 = e3a0/4|γ0|h̄. At third order, we obtain eight terms involving inter- and intraband processes, namely
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[
vλ

mlv
β

ln/εmlεln

h̄(ω̄2 + ω̄1) − εln

∂fnl

∂kα

− v
β

mlv
λ
ln/εmlεln

h̄(ω̄2 + ω̄1) − εml

∂flm

∂kα

]}
, (A4b)

σ
{iie}
φλβα (ω3, ω2, ω1) = −gσ3

i�

h̄2γ 2
0

a2
0

∑
mn

∑
k

[(
v

φ
nm

h̄ω̄s − εmn

)
;λ

δ̄mn

h̄(ω̄2 + ω̄1) − εmn

(
vα

mnfnm/εmn

h̄ω̄1 − εmn

)
;β

+
(

δ̄mn v
φ
nm

h̄ω̄s − εmn

)
;λ

v
β
mn/(εmnh̄ω̄1)

h̄(ω̄2 + ω̄1) − εmn

∂fnm

∂kα

− 1

h̄(ω̄2 + ω̄1)h̄ω̄1

δ̄mn v
φ
nm

h̄ω̄s − εmn

vλ
mn

εmn

∂2fnm

∂kβ∂kα

]
, (A4c)

σ iii
φλβα (ω3, ω2, ω1) = gσ3

i�

h̄γ 2
0 /a2

0

h̄ω̄s h̄(ω̄2 + ω1)h̄ω̄1

∑
n

∑
k

∂v
φ
nn

∂kλ

∂2fn

∂kβ∂kα

, (A4d)

where the third-order nonlinear 2D conductivity unit reads
σ3 ≡ e4a2

0/8γ 2
0 h̄, and we make use of the contracted notation

{iee} = iee + eie + eei, {iie} = iie + iei + eii. It is impor-
tant to highlight that we made use of several permutations of
dummy indices and applied integration by parts for periodic
functions to derive the results shown in Eq. (A4).

As identified in Ref. [26], Eqs. (A3) and (A4) contain
spurious divergences that can affect the evaluation of the
nonlinear optical response of cold insulators. For example,
the ee term, Eq. (A4a), exhibits spurious divergences for all
m = n or m = l. In addition to the spurious divergences,
the results shown in Eqs. (A2), (A3), and (A4) include the
expectable Drude-like terms associated with intraband mo-
tion of electrons. As discussed in the main text, Sec. II C,
the divergence appearing in the linear response, Eq. (A2),
represents intraband motion of the electronic system that is
responsible for the Drude peak. Beyond linear order, the
problem becomes more complex and many unphysical terms
can plague the calculation of the nonlinear response. Below,
we introduce a straightforward, although lengthy, procedure
that disentangles the physical Drude-like terms from the reg-

ular part of the nonlinear response and removes the spurious
divergences.

1. Outline of the procedure

By making use of the effective nonlinear rank-2 tensor
defined in the main text, Eq. (7), we generalize the procedure
introduced in Ref. [27] to regularize the nonlinear response.
We consider the case that all frequencies are taken to the dc
limit simultaneously. In this limit, the analytically continued
frequencies ω̄ ≡ ω + iη can be mapped to a unique frequency
ω̄n = xn� , where xn are real numbers. This transformation
allows us to consider only one limit, � → 0, and thus han-
dle the divergences occurring in the dc limit. The analytic
continuation of the frequencies ensures that the transforma-
tion holds, even for cases such as the nonlinear OR, where
ω̄2 + ω̄1 = ±(ω1 − ω1) + 2iη. Moreover, it can be shown all
divergences that arise from the combination of positive and
negative frequency components are always canceled by a
symmetric contribution that stems from the complementary
frequency combination.
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The procedure follows naturally from the definition of the
effective tensor and can be summarized as follows: group ten-
sor elements according to the number of inter- and intraband
transitions; isolate all divergences in � by means of partial
fraction decomposition with the identities

1

h̄� (ε ∓ h̄� )
= 1

h̄� ε
± 1

ε(ε ∓ h̄� )
;

for each divergence occurring at frequency component ωs =
ωn + · · · + ω1, add all terms associated with the permutations
of the spatial indices, i.e., add all combinations for each
value ν.

2. Isolating the divergences

The procedure leads to a redefinition of the conductivity
tensors in terms of a power series in 1/� . The effective rank-2
tensors for the second-order process read

σ̄ ee
φν (ωs ) ≡

∑
ω2ω1

′ ∑
λα

′(
Aee

φλα + aee
φλα + bee

φλα/�
)
, (A5a)

σ̄ ei
φν (ωs ) ≡

∑
ω2ω1

′ ∑
λα

′(
Aei

φλα + Bei
φλα/�

)
, (A5b)

σ̄ ie
φν (ωs ) ≡

∑
ω2ω1

′ ∑
λα

′
Aie

φλα, (A5c)

σ̄ ii
φν (ωs ) ≡

∑
ω2ω1

′ ∑
λα

′
Cii

φλα/� 2. (A5d)

To facilitate the identification of the regular and divergent
terms, we adopt the following convention: regular terms are
represented by A and a; linear divergences by B and b;
quadratic by C and c; cubic by D. In all cases, uppercase
Latin letters represent terms that involve the same number of
interband transitions as the original tensor, whereas lowercase
represent terms with one less interband transition. The ele-

ments that can be trivially shown to vanish are not displayed,
e.g., Beee

φλβα = 0. In addition, the primed summation over the
frequencies is evaluated with the restriction ωs = ωn + . . . +
ω1, while the primed summation over spatial indices λ . . . α

respects the combinations for effective tensor index ν listed in
Table II.

Note that the definitions of Aie
φβα and Cii

φβα are unchanged
with respect to the original definitions in Eq. (A3), as the
former contains no divergences and the latter only contains
terms that diverge quadratically with the photon frequency in
the dc limit. By the same token, the effective tensor for the
third order is cast as

σ̄ eee
φν (ωs ) ≡

∑
ω3ω2ω1

′ ∑
λβα

′(
Aeee

φλβα + aeee
φλβα + beee

φλβα/�
)
,

(A6a)

σ̄
{iee}
φν (ωs ) ≡

∑
ω3ω2ω1

′ ∑
λβα

′(
A

{iee}
φλβα + a

{iee}
φλβα + B

{iee}
φλβα/�

+ b
{iee}
φλβα/� + c

{iee}
φλβα/� 2

)
, (A6b)

σ̄
{iie}
φν (ωs ) ≡

∑
ω3ω2ω1

′ ∑
λβα

′(
A

{iie}
φλβα + B

{iie}
φλβα/�

+C
{iie}
φλβα/� 2

)
, (A6c)

σ̄ iii
φν (ωs ) ≡

∑
ω3ω2ω1

′ ∑
λβα

′
Diii

φλβα/� 3, (A6d)

with Diii
φλβα inheriting the original definition used in

Eq. (A4d). We begin by identifying the explicit form of all
regular terms and address the divergent terms in the following
subsections, where we remove the spurious divergences and
identify all nonlinear Drude-like terms. Note that throughout
this process we relabeled several summation indices. The
regular terms at second order read

Aee
φλα = h̄2C2

∑
lmn

∑
k

v
φ
nm δ̄nm

h̄(ω̄2 + ω̄1) − εmn

δ̄ml δ̄ln

εmlεln

(
vλ

mlv
α
lnfnl

h̄ω̄1 − εln

− flmvα
mlv

λ
ln

h̄ω̄1 − εml

)
, (A7a)

aee
φλα = −h̄2C2

ω̄1

ω̄2 + ω̄1

∑
mn

∑
k

v
φ
nn δ̄mn fmn

ε3
mn

(
vλ

nmvα
mn

h̄ω̄1 − εmn

− vα
nmvλ

mn

h̄ω̄1 + εmn

)
, (A7b)

Aei
φλα = −h̄C2

ω̄2 + ω̄1

ω̄1

∑
mn

∑
k

v
φ
nmvλ

mn

h̄(ω̄2 + ω̄1) − εmn

δ̄mn

εmn

∂fnm

∂kα

, (A7c)

Aie
φλα = −h̄C2

∑
mn

∑
k

v
φ
nmδ̄nm

h̄(ω̄2 + ω̄1) − εmn

(
vα

mnfnm/εmn

h̄ω̄1 − εmn

)
;λ

, (A7d)

with C2 = (gσ2/�)(h̄γ0/a0). The regularized expressions for third-order processes read

Aeee
φλβα = −h̄4C3

∑
plmn

∑
k

δ̄pmδ̄ml δ̄lpδ̄pnδ̄nm

εmlεlpεpn

[
v

φ
nm

h̄ω̄s − εmn

(
v

β

mlv
α
lpfpl

h̄ω̄1 − εlp

− flmvα
mlv

β

lp

h̄ω̄1 − εml

)
vλ

pn

h̄(ω̄2 + ω̄1) − εmp

+ vλ
np

h̄(ω̄2 + ω̄1) + εmp

(
v

β

plv
α
lmfml

h̄ω̄1 − εlm

− flpvα
plv

β

lm

h̄ω̄1 − εpl

)
v

φ
mn

h̄ω̄s + εmn

]
, (A8a)
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A
{iee}
φλβα = h̄3C3

∑
lmn

∑
k

δ̄nmδ̄ml δ̄ln

{(
v

φ
nm

h̄ω̄s − εmn

)
;λ

1/εmlεln

h̄(ω̄2 + ω̄1) − εmn

(
v

β

mlv
α
lnfnl

h̄ω̄1 − εln

− flmvα
mlv

β

ln

h̄ω̄1 − εml

)

− v
φ
nm

h̄ω̄s − εmn

[
vλ

ml/εml

h̄(ω̄2 + ω̄1) − εln

(
vα

lnfnl/εln

h̄ω̄1 − εln

)
;β

−
(

flmvα
ml/εml

h̄ω̄1 − εml

)
;β

vλ
ln/εln

h̄(ω̄2 + ω̄1) − εml

]

− v
φ
nm

εmnεmlεln

[
ω̄s/ω̄1

h̄ω̄s − εmn

(
vλ

mlv
β

ln

h̄(ω̄2 + ω̄1) − εln

∂fnl

∂kα

− ∂flm

∂kα

v
β

mlv
λ
ln

h̄(ω̄2 + ω̄1) − εml

)

− ω̄2 + ω̄1

ω̄1

(
vλ

mlv
β

ln/εln

h̄(ω̄2 + ω̄1) − εln

∂fnl

∂kα

− ∂flm

∂kα

v
β

mlv
λ
ln/εml

h̄(ω̄2 + ω̄1) − εml

)]}
, (A8b)

A
{iie}
φλβα = −h̄2C3

∑
mn

∑
k

δ̄mn

{(
v

φ
nm

h̄ω̄s − εmn

)
;λ

1

h̄(ω̄2 + ω̄1) − εmn

(
vα

mnfnm/εmn

h̄ω̄1 − εmn

)
;β

− ω̄2
s /ω̄1

ω̄1 + ω̄2

v
φ
nmvλ

mn/ε
3
mn

h̄ω̄s − εmn

∂2fnm

∂kβ∂kα

+
[(

v
φ
nm

h̄ω̄s − εmn

)
;λ

(ω̄2 + ω̄1)/ω̄1

h̄(ω̄2 + ω̄1) − εmn

− ω̄s

ω̄1

(
v

φ
nm/εmn

h̄ω̄s − εmn

)
;λ

]
v

β
mn

ε2
mn

∂fnm

∂kα

}
, (A8c)

aeee
φλβα = −h̄4C3

∑
lmn

∑
k

(
δ̄nmδ̄ml δ̄ln

εmnεmlεln

{

× ω̄2 + ω̄1

ω̄s

[(
v

β

nlv
α
lmflm

h̄ω̄1 + εml

− fnlv
α
nlv

β

lm

h̄ω̄1 + εln

)
vλ

mnv
φ
nn/εmn

h̄ω̄s + εmn

+ v
φ
nnv

λ
nm/εmn

h̄ω̄s − εmn

(
v

β

nlv
α
lmfnl

h̄ω̄1 − εln

− flmvα
nlv

β

lm

h̄ω̄1 + εml

)]

+ ω̄1

ω̄s

v
φ
nn

εmn

[(
v

β

nlv
α
lmflm/εml

h̄ω̄1 + εml

− fnlv
α
nlv

β

lm/εln

h̄ω̄1 + εln

)
vλ

mn − vλ
nm

(
v

β

mlv
α
lnfnl/εln

h̄ω̄1 − εln

− flmvα
mlv

β

ln/εml

h̄ω̄1 − εml

)]}

− δ̄ml δ̄mn

ε2
mlεmn

[
ω̄1

ω̄2 + ω̄1

(
v

φ
nmvλ

mn

h̄ω̄s − εmn

+ vλ
nmv

φ
mn

h̄ω̄s + εmn

)
flm

εml

(
v

β

mlv
α
lm

h̄ω̄1 + εml

− vα
mlv

β

lm

h̄ω̄1 − εml

)

− ω̄2 + ω̄1

ω̄s

(
v

φ
nmvλ

mn

h̄ω̄s − εmn

+ vλ
nmv

φ
mn

h̄ω̄s + εmn

)
flm

εmn

v
β

mlv
α
lm − vα

mlv
β

lm

εml

])
, (A8d)

a
{iee}
φλβα = h̄3C3

∑
mn

∑
k

δ̄mn

{
−

ω̄2
1

(
v

φ
nn

)
;λ

ω̄s (ω̄2 + ω̄1)

fnm

ε4
mn

(
v

β
nmvα

mn

h̄ω̄1 − εmn

− vα
nmv

β
mn

h̄ω̄1 + εmn

)

+ ω̄1

ω̄s

v
φ
nn

εmn

[
vλ

nm

h̄(ω̄1 + ω̄1) − εmn

(
vα

mnfnm/ε2
mn

h̄ω̄1 − εmn

)
;β

−
(

vα
nmfnm/ε2

mn

h̄ω̄1 + εmn

)
;β

vλ
mn

h̄(ω̄1 + ω̄1) + εmn

]

− (ω̄2 + ω̄1)

ω̄s

v
φ
nn

ε2
mn

[
vλ

nm

h̄(ω̄2 + ω̄1) − εmn

(
vα

mnfnm

ε2
mn

)
;β

+
(

vα
nmfnm

ε2
mn

)
;β

vλ
mn

h̄(ω̄2 + ω̄1) − εmn

]

+ (ω̄2 + ω̄1)2

ω̄s ω̄1

v
φ
nn

ε4
mn

∂fnm

∂kα

(
vλ

nmv
β
mn

h̄(ω̄2 + ω̄1) − εmn

+ v
β
nmvλ

mn

h̄(ω̄2 + ω̄1) + εmn

)}
, (A8e)

where C3 = (gσ3/i�)(γ 2
0 /a2

0 ). These expressions are regular
at all frequencies and include all terms necessary to charac-
terize the nonlinear response of cold insulators up to third
order.

3. Divergences: Spurious and Drude-like

Having identified all divergent terms, we explicitly remove
the spurious terms by showing that these terms vanish in
the calculation of the effective tensor and also identify the
nonlinear contributions to the Drude-like terms. We start by
addressing the second-order response and then proceed to the
third order.

a. Quadratic response

At second order, the current density response contains
divergences in three terms, namely in the ee, ei, and ii

terms. The divergences in the purely interband term, bee
φλα ,

are immediately shown to vanish for all cases with λ = α,
i.e., ν = {1, 2, 3}. For the remaining cases, ν = {4, 5, 6}, it is
sufficient to consider the following combination,

bee
φλα

�
+ bee

φαλ

�
= h̄2C2

h̄(ω̄2 + ω̄1)

∑
mn

∑
k

v
φ
nn δ̄mn fmn

εmn

× vλ
nmvα

mn − vα
nmvλ

mn − vα
nmvλ

mn + vλ
nmvα

mn

ε2
mn

= 0, (A9)
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thus showing that all divergences in the purely interband term
are vanish. Upon decomposition of the regular and divergent
parts of the ei term, we verify that

Bei
φλα

�
= h̄C2

h̄ω̄1

∑
mn

∑
k

δ̄mnv
φ
nmvλ

mn

ε2
mn

∂fnm

∂kα

(A10)

is a natural second-order Drude-like term that contributes only
to the response of metallic systems or doped insulators. The
purely intraband term ii does not contain any regular parts and
defines the quadratic Drude-like peak

Cii
φλα

� 2
= C2

h̄(ω̄2 + ω̄1)h̄ω̄1

∑
n

∑
k

vφ
nn

∂2fn

∂kλ∂kα

. (A11)

b. Third-order purely interband and purely intraband

At third-order, the separation of the natural contributions to
the nonlinear Drude peak from the spurious divergences is not
trivial, particularly in processes involving inter- and intraband
transitions. We start by addressing the spurious divergences in
the purely interband contribution,

beee
φν

�
= −h̄4C3

∑
lmn

∑
λβα

′ ∑
k

{
δ̄nmδ̄ml δ̄ln

ε2
mnε

2
mlε

2
ln

v
φ
nn

h̄ω̄s

× [
flmεln

(
V

βαλ

nlm + V
λαβ

nml

) − fnlεml

(
V

αβλ

nlm + V
λαβ

nml

)]

+ δ̄ml δ̄ln

ε2
mlε

2
mn

flm

v
φ
nmvλ

mn − vλ
nmv

φ
mn

h̄ω̄1

v
β

mlv
α
lm − vα

mlv
β

lm

εml

}
,

(A12a)

where V
λαβ

nml ≡ vλ
nmv

β

mlv
α
ln. The latter arises from the cases

where m = l in Eq. (A4a) (note that we replace p → m to
recover the l index) and vanishes for all {lmn} by considering
all combinations to the effective tensor. To prove that the
former [associated with m = n terms in Eq. (A4a)] vanishes,
we begin by expanding the Fermi energy differences, add a
second copy with interchanged indices m, l, and then make
use of the combinations that define the effective tensor

beee
φν

�
= − h̄4C3

2

∑
lmn

∑
k

δ̄nmδ̄ml δ̄ln

ε2
mnε

2
mlε

2
ln

v
φ
nn

h̄ω̄s

×
∑
λβα

′ [
flεmn

(
V

βαλ

nlm + V
λαβ

nml − V
βαλ

nml − V
λαβ

nlm

)

+ (fmεln − fnεmn)
(
V

βαλ

nlm + V
λαβ

nml − V
βαλ

nml − V
λαβ

nlm

)]
= 0, (A12b)

that vanishes for all effective tensors. There are no quadratic
divergences and the purely intraband contribution has no
spurious divergences; it is physical and defines the cubic
Drude-like term for third-order response

Diii
φλβα

� 3
= h̄C3

h̄ω̄s h̄(ω̄2 + ω̄1)h̄ω̄1

∑
n

∑
k

∂v
φ
nn

∂kλ

∂2fn

∂kβ∂kα

. (A13)

c. Third-order mixed {iee}: Two interband and one intraband

The analysis of the divergent terms involving three bands
can be facilitated, provided that we consider not the individual

tensor, but rather B
{iee}
φλβα → (B{iee}

φλβα + B
{iee}
φβλα )/2. The permu-

tation of indices {λ, β} is consistent with all effective tensor
elements. Using this transformation, the divergence involving
three-band processes defines a contribution for a linear Drude-
like term in the third-order response:

B
{iee}
φλβα + B

{iee}
φβλα

2�

= − h̄3C3

2h̄ω̄1

∑
lmn

∑
k

v
φ
nmδ̄nmδ̄ml δ̄ln

εmnεmlεln

vλ
mlv

β

ln + v
β

mlv
λ
ln

εmlεln

×
(

∂fn

∂kα

εml + ∂fm

∂kα

εln − ∂fl

∂kα

εmn

)
. (A14)

The origin of this can be traced to the eei branch of the
density matrix, that is usually discarded from the onset in the
calculation of the response of cold insulators [26].

Proceeding to the divergence present in the processes in-
volving only two bands, we find

b
{iee}
φλβα

�
= h̄3C3

∑
mn

∑
k

δ̄mn

h̄ω̄s

{
1

x2

∂v
φ
nn

∂kλ

v
β
nmvα

mn + vα
nmv

β
mn

ε4
mn

fnm

+ v
φ
nn

ε2
mn

[
vλ

nm

(
vα

mnfnm

ε2
mn

)
;β

+
(

vα
nmfnm

ε2
mn

)
;β

vλ
mn

]

+ x2
v

φ
nn

ε2
mn

vλ
nmv

β
mn + v

β
nmvλ

mn

ε2
mn

∂fnm

∂kβ

}
. (A15a)

The explicit dependence of the response on 1/x2 ≡ ω̄1/(ω̄2 +
ω̄1) and x2 ≡ (ω̄2 + ω̄1)/ω̄1 indicates that we must consider
with care the permutations of frequencies whenever ω2 	= ω1:

b
{iee}
φλβα

�
≡ b

{iee}
φλβα (ω3, ω2, ω1) + b

{iee}
φλβα (ω3, ω1, ω2)

2�

= h̄3C3

2

∑
mn

∑
k

δ̄mn

h̄ω̄s

{
∂v

φ
nn

∂kλ

v
β
nmvα

mn + vα
nmv

β
mn

ε4
mn

fnm

+ 2
v

φ
nn

ε2
mn

[
vλ

nm

(
vα

mnfnm

ε2
mn

)
;β

+
(

vα
nmfnm

ε2
mn

)
;β

vλ
mn

]

+ (ω̄1 + ω̄2)2

ω̄1ω̄2

v
φ
nn

ε2
mn

vλ
nmv

β
mn + v

β
nmvλ

mn

ε2
mn

∂fnm

∂kβ

}
.

(A15b)

As in the three-band process, this term represents a physical
contribution to the response of metallic systems and doped
semiconductors that results in an additional linear Drude-like
term for the cubic response function.

The remaining term in this class of processes

c
{iee}
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� 2

= − h̄3C3

h̄ω̄s h̄ω̄1

∑
mn

∑
k
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nnδ̄mn

[(
fnm

v
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nmvα

mn − vα
nmv

β
mn

ε3
mn

)
;λ

+ ∂fnm

∂kα

vλ
nmv

β
mn − v

β
nmvλ

mn

ε3
mn

]
= 0 (A16)
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is shown to vanish for all effective tensor, as the numerators
in the form v

β
nmvα

mn − vα
nmv

β
mn cancel for all ν.

d. Third-order mixed {iie}: One interband and two intraband

The last divergences involve a single interband transition
and two intraband processes. Such terms are never considered
in Ref. [26], as these divergences stem from the iei and eii

branches of the density matrix, that are discarded from the
onset in the response of cold insulators. The linear divergences
represent a physical contribution to the Drude peak,

B
{iie}
φν

�
= − h̄2C3

h̄ω̄1

∑
mn

∑
k

∑
λβα

′
δ̄mn

[(
v

φ
nm

εmn

)
;λ

v
β
mn

ε2
mn

∂fnm

∂kα

+ ω̄s

ω̄2 + ω̄1

v
φ
nmvλ

nm

ε3
mn

∂2fnm

∂kβ∂kα

]
. (A17)

In contrast, the quadratic divergence is spurious and shown
to vanish, upon integration, for all effective tensors upon
summation of pairs of bands:

C
{iie}
φν

� 2
= − h̄2C3

h̄(ω̄2 + ω̄1)h̄ω̄1

∑
mn

∑
k

∑
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δ̄mn

v
φ
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mn

ε2
mn
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= − h̄2C3/2

h̄(ω̄2 + ω̄1)h̄ω̄1

∑
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∑
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∑
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′
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× v
φ
nmvλ

mn − v
φ
mnv

λ
nm

ε2
mn

∂2fnm

∂kβ∂kα

= 0. (A18)

These results isolate and identify all nonlinear contributions
to the Drude peak and by removing all spurious divergences
show that only odd powers of the frequency can contribute to
the nonlinear Drude-like response.
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